Jumal Penelifian
imu dan Teknologi
Kompuiter

Volume 13, No. 2, Bulan Oktaber, Tahun 2021 pISSN: 2085202 e I5SN: 2622-609X

Al Prokcio Mol Aveod [oleds

Purg e banga m Aol U Ung gad Mo | Ropoeld o i 10 pd imaah e rpitah am
Weridak, Rike He regals

Hart By Lawal o'W dlor e Populaton B wd on income Lew B Liing Dacirdien Trow M thod
Henéta A sdiba, Wide imeme Sobila Samh AR

P el e A sl Me¥on Grapti dalam Parba b m Moss it red B0 g Mo S tanddr wnih Jusias Kot adi
Wi Raalig, heaiy Ao, Ales Ned Tompuma

A bai Tinged | G man rgans Tat Cabedn Tk roday i irvor mui My goraicl n (i angh a G da COATS
Do Hoepanta hai Swpdypadi, Yudbo Sonths

A i Cimaien B gy A ra Kabicdhopan D W ot e fa Flak st S dlared Pandemi Corad- 19 Mungguedian Sma - LS
Sokar Dwe i Karvmvicw an, Mfokivel Heds

Daigrirg of 3 0 Arirm.at o vidsor im & iharo Al midy Lo r ning with The Mull madia Dewdoprunt Ui O cle M oo
Sovarh A sy, Kr iivvands Radity o Moodid g Pl i K sereee Goven, Yoofl o Ardilla

gl manaid ot OF Things (o) Dalarm Moo ing Subu Dan Ko lemba b m Ruang Produled Obat Noa St
Fujioma Dibpalio S halah, lorot Dhan, Nawi Ded St e an

Saterm b orniiorieg Dt e Lo miary Untul Marctot o d Ting at 10d2ahat an | aniury Boba i insemat OF Things
davet Diine, Fofeama Dfopoide ok, Navs D § o rwan

ey Burgun Acdi i Sorid Rik hira bde ot o e W ng gor ka n Rapeid Asafreat i Dvar b ?
Muhsmrorad Awira Siing, Dr. Teaba Waly singrem, Arkg Calrya W dhvawa

Fors cantirg Parpudlan Gai LG & Toko Sarmbab o Wang groma kan Mt ode Fuzy Time Sade
MrYoha Fathow, Sena Wheovie

Koembinsi 2 ackend n Fr ame w0 g S W gic Marning el o mation Sy @ am wr i Joha 'Ward dn dod Puppard dalas
Molpadi, Murfitrin Ningsd, Noodramaah Ioivadldin, (pmmaddin

Emlar priae A rohoircinr Daid W rgiondia n Frovwaweor k TOGAF AD M
S her Ariodity o Sogi Amamda, & Thpa Safitr] Didi Sope by i

Purancargan Dot abase A ok i Repoil od Dolumen Digtal weba ga M ndulosng Bor ang LIPS 4 D KAwda T
Wil Vide Vs, Fetlty IriAnggrodny, Murfara

Ko para 1 What cxt Machne Loy g dan Dy Leoeming uniuh Da e bad Emosd pada Te et & Soiedd W da
Ravs Wia Soffa Amdrg Ol Sepipadi

Mickile Loar rirg Dula m Pumbelgar an et ar 20T Untck Arak Usia Margl una . Matods 5 TE AM
Tegeh Sotiadi, Lloawana Rejerdie Heidss

Pt dan Sar g Uik Marca d Gordio b M ng gordcd n Alged i Bt Force O S e nogr o8
badra Gumareyn, Sewrrad Hery Satae Tomboerma, Abdi Rokim Domand

Porgujan Geguaadn Sotem Koudangan Data (SES0E UDE 5) M rg gueaia n Syl e Uty Seole [ 5000 Lot Desa )
Bayw Wie Sopota, Dwi lonusrka AK M. Eka Povborss

gk e d Mabvile A et g M formation Sytem o d UMK Petars Tambal e Bar i b Roracddand Kandad
AMifirhyrabean oy Rotve Dewd

Py apan A or B ma Hovmary Seovch Unack Purs rtuan Phodts Kogute Dubm Panposuran Rancangan Aagl ar o
Rirky Rags R, Tedy Rismerags, Robod Hidee¥

ok et d Optical Cha e cter Becogriton (OCR) Pada Musa Pasdand Cordd 29
Al Fidows, M. Syamie Kemia, The Shafers, Walwe bislane Firdoes

farcayy Sangen Mat Pelacs Cardard an Barbads hmat o Things
Al Wakid Iy Bodano

ok manaad Mt ode W ated J1 Pads S bl o s Ponda® o n Seedah S o Tari Bt Bavbamin Weabidle .
Dicky Hargavia Mehormed Qoworeddin Tricers Yolonds Svedt

Purgaorpoikan Produdivis Taaran Pad 3 Lawa Tongah W rggonai o b iods Clasdng © Mo
Snm Wierents, M. Yoke Fothani

SEtem Purg anandn Do Mery gurdan paog el i A Sdun Blodahain Bdads Androd
Dhvipn Caliiio, A Forisi, Modeo Diava Madaha

Salarn Mo iodng e st an 0a ma wan NN agionaia n W ames DD Unack Andidpad Parclaan Codd 19
Mot Do St thgwon, b Oogh ow foye

S‘Tnta P e tin Mot ode ADA D dharm Dataiin We it Sobay 3 WM dia Promod Prodhuk Pads UMM
i

Diterbitkan Oleh :

Jurusan Teknik Komputer Politeknik Negeri Sriwijaya

Nomor Halbman Palembang - )
2 01-226 Okitober 2021 2622-600X




Articles

Pemaniaatan Metode AIDA Dalam Desain Website Sebagal Media Promosi Produk Pada
L]

Al Praaca Fachi Ahmad Zairedin, MNurin [we Setawan 010

[ 7OF Ful sevt ahasa indancaial | Abstract vews: 580 tmes | POF dawnlaaded: £58 times

Pingenshangan Aplikasi Bnggah Mandin Repasitoni Karya lBmiah Perpustsiasn
wasliah, Rito Merwario a7-14

B PO Full Seo (Rahasa Indonesia) |.i.bs11'v:t wiews: 237 b | POF diownloaded: 186 fimes.

Identify Lewel af Wellars Population Based on Inteme Levels Uiing Deciéon Tree Method
Wirtita Ardila, Wikds bramas Sabfla ek Arse 153

1B POF Full seay (Rahasa indaneiiah |nhﬂrut wabwes: 87 e | POF devenboaded: 83 timas

Making Motion Graphic Animations in Accounting Learning Standard Chart of Accounts
for the Accounting Department of Srivijaya State Polytechnic
Ades, lenging Agro, Alan Mo Tomplng Z22-52

i3 POF Fudl feact fBahasa indonadls) i!bﬂnclvdmﬂE tmees | POF doswmioaded. £94 times.

Analiiis Tinghat Kematangan Tats Kelola Teknologi Informaii Menggunaian Kevangha
Keja COBITS

Dt Haryante, Do Suprryad, Yudha Ssntia 1344

l '3 POF Full seon (Bahais indoneils) !Ahch'aﬂm}l-l i | FOF downloaded: $66 times

BALANCE AMALYSIS BETWEEN FLEXIILE LIFE AND WORK TIME DURING COAVID-15
PANDEMIC USING SMART-PLS

Lalar Dowd Manrrmarsan, Miftakhul Muda 45-11

3 PO Full v Batasa Indonesa) | Alstract views: 409 times | POF devwrioaded: 505 times

Designing of 3.0 Arimatian Videos Im Arduing Assembly Learning with The Multimedis
Development Life Cycle Mathod
Sarat Al Krissnanca Raditya Moodino. Petrus Eerowe Goran. Yunita Ardiila 5201

B POF Full tewd (Bahasa Indonesial ilhmmr 199 tinest | POF diowmiloaded: 149 times

Ienplermemtasi Internet OF Things (lot) Dalsm Manitering Suha Dan Kelembabun Ruang
Preduics| Obat Mon Steril Menggunakan Arduine Berbasis Wab

Fujnn Deapodd Slalab; liret Dl Mo BI-E8

[. B FOF Fudl neat iBahasa ndoneiia) i.l\.hﬂnﬂm: 1532 tirrees | POF dicswmnboaded: 223 times

Sistern Monttoring Detak Jamiung Untuk Mendetelnd Tingkat Keschatan Janiung Beribasis.
Intgrret OF Things Menggunakan Android

Farot Dhan, Pujibmas Dlapolds Sialstn, Mo Dhed Sefirman (7

[ 2 #OF Full 3wt hatana indanisla) | Abssiract views: 2111 times | POF downloadid: 1652 simes

Orakgn and Buibd Suicide Rivk Ides identification Applications Wsing Rapid Application
Drewelepment
Muhammuad Amien Sadag, Dr, Tents Wby grum, Ang Cabrya Wardh Pe-pk

| [0 PO Full sers (Bahaza Indonels) | Al vibws: 102 Genet | POF desmionded: 165 times

Forecasting Penjusalan Gas LPG di Toke Sembako Mesggunalan Metode Fuzzy Time Series
W ¥oka Fathoni, Sens Wigyanto BT-9E

B POF Fusll ngas (Bahana Indonesiad | Abwirect views: 615 Gt | FOF downioated: 5905 times

The combination of the Zachman Framework and the Strategic Planaing Information
System weriban of Jokn Ward and Jos Peppard in the Desige af IT Bleeprint FTIUSH
Haolaka

Hufiria, Muifitia Bagsl Noohadanah TaireSsn, Gametadden 118
l EPtlFFn.Ilu.--:-_L;Iu:;Iml..umm# imﬂmml!ﬂ-m;mm1ulm
Enterprize Architecture in The Villape Using TOGAF ADM Framework

Sekar Anindogs Sugl Aranda, 5. Thwa Safitn, Didi Supriyac -1z

[ B FOF Full sead (Sahasa indonedis) !Ahﬂra:rmr.m tins | POF downloaded: 32 times

Perancangan Sistem Aphikas| Repositori Dokumen Digital sebagal Pendukung Borang
LAPS 4.0 Kriteria T

it Vita Wia, Firtty Tel Mgy, MurSiana 12548

r‘:‘." FOF Full et (Bahia indoneiis) i.*-bi‘"&‘l- vidw: 182 L | POF doremlpaded: 172 times

Homparasi Metode Machine Learning dan Deep Learming uniuk Deteksi Emosi pada Text
i Soaial Media

Rer Mia Sofia Didi Supriyad 1M1

| [ POF Fiull teat (Bahass Indonesisd :r.i.bﬂ.rmr\'-m?ll tirrees | PIOF dovnlosded: 814 times

Plotite L ing Cralam Pambelajaran intersktif Untuk Anak Uiis Dind Menggunaksn
Metode STEAM
Teguh Setisd. Laknamany Ramndoa Hasder 140143

[ & POF Full nest Bahasa indonesia) | Absiract views: 290 tres | POF downloaded: 215 times




Ardilla, et al. Identify Level of Welfare Population Based on Income Levels... 15

Identify Level of Welfare Population Based on Income
Levels Using Decision Tree Method

Yunita Ardilla*!, Wilda Imama Sabilla?, Sarah Astiti’

“IDepartment of Da'wah Management, Universitas Islam Negeri Sunan Ampel Surabaya
2Department of Information Technology, Politeknik Negeri Malang
3Department of Information System, Institut Teknologi Telkom Purwokerto
e-mail: *yunita.ardilla@uinsby.ac.id, >wildaimama@polinema.ac.id, *sarah@ittelkom-pwt.ac.id

Abstract

Identification of population welfare influenced by several factors. This identification is useful to
assist the government in classifying the level of welfare population which is useful for providing
subsidies to be targeted. Therefore this study aims to determine the level of welfare population
based on the level of income per capita using decision tree method. The selection of the best
model is based on the calculation value of accuracy, precision, and recall with k-fold cross
validation method. Based on experiments that have been done, it can be concluded that the
decision tree model produced has good performance with a tree shape model has 622 leaves
with tree size 705 of nodes, the model has an accuracy of 86,97%, precision 0.897 and recall
0.917.

Keywords—Classification, Decision Tree, Prosperty Level

1. INTRODUCTION

Indonesia's population in 2021 will reach 270 million people [1]. The large number of

residents raises various increasing demands for needs. The welfare that is aspired to

has not been felt evenly. It seems the number of poor people in 2021 reached 27.54 million [2].

The government has a responsibility to improve the welfare of the community. The community

will be more prosperous if the government services are getting better and more evenly

distributed. These services include providing various goods or services to be provided to the
community.

The process of giving government subsidies, it is often found that there are subsidies are
not on target. Sometimes the subsidies that should be received by the underprivileged instead
are received by those who are able. This very detrimental to the government. So the government
usually does a review to identify the recipient of the subsidy based on the level of income per
capita. Identification of per capita income level is influenced by several factors, including based
on age, hourly wages, length of time someone has worked, education level and so on [3].
Through these factors the government can find out the level of welfare population per capita.
The identification of the level of welfare population per capita can be classified by the decision
tree method.

Decision tree has been advantages of being simpler and specific, easier to interpret, and
more flexible in choosing features from internal nodes. However decision tree has several
drawbacks like including overlapping between classes and accumulating errors. In terms of
performance, the decision tree is more good compared to other classification algorithm [4].

The purpose of making this paper is to create a model that is able to classify the level of
welfare population based on the level income per capita. The model created by decision tree
method with software WEKA.
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2. METHOD

The data used is the Census-Income (KDD) dataset from UCI Datasets, with the
following information:

Table 1. Census-Income (KDD) Datasets Information from UCI Datasets

Amount of data 199523
Number of attributes 42 (including class attribute)
Attribute information Age

Class of worker

Detailed industry recode
Detailed occupation recode
Education

Wage per hour

Enrolled in Edu inst last wk
Marital status

Major industry code

Major occupation code

Race

Hispanic origin

Sex

Member of a labor union
Reason for unemployment

Full or part time employment stat
Capital gains

Capital losses

Dividends from stocks

Tax filer status

Region of previous residence
State of previous residence
Detailed household and family stat
Detailed household summary in
household Instance weight
Migration code-change in msa
Migration code-change in reg
Migration code-move within reg
Live in this house 1 year ago
Migration prev res in sunbelt
Num persons worked for employer
Family members under 18
Country of birth father

Country of birth mother
Country of birth self
Citizenship

Own business or self employed
Fill inc questionnaire for veteran's
admin Veterans benefits

Weeks worked in year

Year

Class

Dataset contains of population census data, then the datasets is grouped into two
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categories, namely residents with incomes below US$50.000 (-50.000) and residents with
incomes above US$50.000 (50.000+). In this dataset the sum of each data for the population
class is as follows:

Table 2. Total Population Class Data on Dataset

Class of population Amount
-50.000 187141
50.000+ 12382

In the case of identification level welfare population used the decision tree method.
Decision tree is a simple classification method. The algorithm used is C4.5. In making a
decision tree, several stages need to be done. The first stage is preprocessing which includes
cleaning up data from missing values, then selecting attributes and discretizing continuous data.
Attribute selection useful for removes irrelevant and redundant attributes. Discretization also
need to useful for change numeric data into nominal / categorical data because decision tree can
only be used for nominal data [4]. The next stage is to create a model tree from training data.
Furthermore, the model that has been made from training data will be measured by performing
tests using data testing.

2.1 Selection Attributes
Selection attribute is used to select attributes from the dataset to reduce the dimensions
of the data. Selection attribute is done by removing redundant attributes and attributes that are
not relevant or contain information that is not needed for data mining purposes. The selection
attribute algorithm used is the best-first search algorithm with the following steps:
1. The set N becomes a sequential list of initial nodes (initial nodes)

If N is empty, exit and give the message failure.

The set N becomes the first node in N, and removes n from N

If N is the destination node/goal then exit and give a success message.

In addition, add n to N, rank the nodes in N according to the estimated distance of goal, and
return to step 2.

kv

2.2 Discretization
Discretization is used to convert numerical data into nominal data in the process of
building a model tree. In this case, the discretization algorithm used is Fayyad & Iran’s MDL
Method [5], the steps are:
1. Sorts values on attributes
2. Look for potential cut-points. Cut points are point on the sorted attributes which the class
label changes (for example class changes is from class A and Class B
3. Evaluate information gain based on a particular method (information gain, gain ratio, gini
coefficient, chi-squared test) at each cut-point and select the largest value.
4. Repeat until the values change no more.

2.3 Algoritma C4.5

This algorithm developes ID3 method to build decision tree model from training data.
Training data is set S = s/, s2, ..., sn samples that have been classified. Every samples si = x/,
x2, ..., xn is vector where x/, x2, ..., xn is an attribute of feature of the sample. This training data
is added with vectors C = ¢/, c2, ..., cn which is cl, c2, ..., cn is the class of each sample. Tree
model creation is based in entropy information from several possible tree shapes. The attribute
with the highest information gain is chosen to be added to tree model. The steps continue until
all the attributes are arranged in the tree model. Pseudocode from C4.5 algorithm is as follows

[6]:
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1. Check base case

2. For each attribute a, look for information gain that has been normalized from the splitting
of attribute a.

3. a_best is an attribute with the highest information gain value.

4. Make decision node the separates (split) a_best

5. Repeat the sublist obtained from the a_best then add the node as child of the node.

2.4 Calculate Information Gain

Information gain is used to select attributes that will be used as nodes in the process of
building the model tree. To calculate information gain, the entropy calculation must be done
first. With the following functions:

Entropy (1) = —Z p(jlDlog p(j|1) (1)

While the function to calculate information gain is as follows:

ko ‘
GAIN ;. = Entropy(p)— [z ;’ Entropy (z)j ()

i=1

2.5 Prunning

Pruning is advantage of the C4.5 algorithm compared to othes tree compilation methods.
With pruning the risk of errors in classification process can be reduces. Namely by specialized
training data. Thereby making trees more general.

2.6 Testing The Classifier Model
Classifier model trials are conducted to determined the level of accuracy of the model in
terms of classifying the data inputted. The trial is conducted with the following scenario:

Tested in the tree
model

Trial results are
recorded in the
confusion matrix

Figure 1. Flow Chart Tree Model Trial Scenarios.

The k-fols cross validation method is used in this testing process. This method divides
the dataset into k subsampling, k-1 subsamples are used as training data and a sample is used as
testing data. The results of the trial are recorded in a confusion matrix containing the results of
predictions made by the model. After the confusion matris is formed, performance calculations
can be done in three ways, namely the calculation of accuracy, precision, and recall.

a

Precision (p) =
a+c

Recall (r) = —2 ; 3)
a+

Accuracy =(a+d/a+b+c+d)
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Description:

a = true positive
d = true negative
b = false negative
¢ = false positive.

3. EXPERIMENTAL RESULT

Testing algorithm in this study using WEKA software, WEKA provides 4 kinds of
testing methods [7]. Before testing the algorithm, the first steo is to preprocessing data by
removing missing values and removing redundant data. Then make the attribute selection,
attribute selection using the best-first search algorithm.

The dataset attributes which initially amounted to 42 attributes, the reduced to 11
attributes including: Education, Major Occupation Code, Sex, Capital Gains, Capital Losses,
Dividen from Stocks, Tax Filer Stat, Instance Weight, Family Member Under 18, Weeks
Worked in Year, and Class. Because the classification process will be carried out then the data
that has been selected will be discretized, the discretized process changes a number of numerical
data into categorical data. The following are the attributes that have gone through the process of
discretization is Capital Gains, Capital Losses, Dividens from Stocks, Instance Weight, Weeks
Worked in Year.

The results of the decision tree method for classifying the level welfare population
obtained a tree that has 622 leaves, with a tree size of 705 nodes. The resulting tree model is in
the form of a multiway split. Next, the testing process is carried out on the model tree that has
been generated to measure the performance of the model. In this paper used k-fold cross
validation for the test method. Here are the results of testing tree model that is formed:

Table 3. Performance Measurement Result Table Using K-Fold Cross Validation Method.

k-fold Performa Model
v aﬁ;‘;stsi on Class | Accuracy | Precision | Recall
10 50000+ 86.905% 0,803 0,765
-50000 0,897 0,916
1 50000+ 86.893% 0.802 0.766
-50000 0.897 0.915
12 50000+ 26.873% 0.803 0.763
-50000 ’ 0.896 0.916
13 50000+ 26.96% 0.805 0.764
, 0
-50000 0.897 0.917
14 50000+ 26.898% 0.803 0.765
-50000 ’ 0.897 0.916
15 50000+ 86.973% 0.805 0.764
-50000 0.897 0.917
16 50000+ 86.970% 0.805 0.764
-50000 0.897 0.917

Description:
50000+: class of prosperous population level
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-50000: class of less prosperous population level
After testing with the k-fold cross validation method, look for the average of each iteration of £.
The following results from the calculation of the average of each iteration.

Table 4. Table of Average Calculation Results for Each Iteration.

K-Fold
Cross Accuracy | Precision | Recall
Validation

10 86,905% 0.868 0.869
11 86,893% 0.868 0.869
12 86,873% 0.867 0.869
13 86,96% 0.868 0.869
14 86,898% 0.868 0.643
15 86,973% 0.868 0.87
16 86,970% 0.68 0.87

From this table it can be seen that £ = 16 the tree model has the best performance because it has
better accuracy and recall than others.

4. CONCLUSION

Based on experiments conducted, namely building a decision tree model for classifiying the
level welfare population, then obtained a tree that has 622 leaves, with a tree size of 705 nodes.
The resulting tree is in the form of multiway split. The tree model has the best performance
when testing with k-fold cross validation with k = 16.

5. SUGGESTIONS

The suggestions for further research are:
1. Expected to try compare other classification methods besides the decision tree.

2. The application of data mining for population census data processing with the decision tree
method is a process to generate new knowledge in the form of comparisons between the
factors that affect the population census data.

3. The results of data mining using the decision tree method is an arrangement of sequences
of activities that support each other in the process of classifying the level of population
welfare so that it is easier to understand by looking at the stages of the decision tree image.
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