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Abstract—Nowadays, the types and products of cellular 

telecommunications services are very diverse, especially with 

the upcoming of 5G technology, which makes 

telecommunications service products such as voice, video, and 

text messages rely on data packages. Even though the digital era 

is rapidly growing, the Short Messaging Service (SMS) is still 

relevant and used as a telecommunication service despite so 

many sophisticated instant messaging services that rely on the 

internet. Smartphone users especially in Indonesia are often 

terrorized by spam messages with pretentious content. Moreover, 

the SMS came from an unknown number and contained a 

message or link to a fraudulent site. This study develops a Deep 

Learning model to predict whether a short text message (SMS) is 

important or spam. This research domain belongs to Natural 

Language Processing (NLP) for text processing. The models 

used are Dense Network, Long Short Term Memory (LSTM), 

and Bi-directional Long Short Term Memory (Bi-LSTM). Based 

on the evaluation of the Dense Network model, it produces a loss 

of 14.22% and an accuracy of 95.63%. The evaluation of the 

LSTM model is 19.89% loss and 94.76% accuracy. Finally, the 

evaluation of the Bi-LSTM model is 19.88% loss and 94.75% 

accuracy. 

 

 

 

I. INTRODUCTION 

When the technology of communication and 

information in this digital era is widespread so fast,  a 

person's ability to communicate and process information 

also developed; this makes the collected information an 

asset that can be analyzed and used to produce valuable 

knowledge or information in the future. However, the 

information conveyed sometimes can be either useful or 

not useful. Therefore, to anticipate the increasing number 

of spam messages on smartphones, a solution is needed to 

handle it.  

Of the total 272.1 million population of Indonesia, 

internet users reached 175.4 million people. However, 

interestingly enough, the number of smartphones users 

reached 338.2 million units, almost double the number of 

internet users. It means the average Indonesian has more 

than one smartphone[1]. The development of mobile 

phone technology has a good impact on opening up new 

business opportunities. However, it also causes a problem 

for smartphone users and has become a concern for so 

long. Users have to be wary of spam messages. A 

common step to overcome this problem is to filter or 

manually delete spam messages. This application is 

available in many mobile phones, such as SMS Spam 

Manager running on Symbian OS and Spam SMS Blocker 

running on Google Android[2]. 

However, irresponsible parties still become more 

aggressive by including the names or personal identities 

of us, friends, closest family, even in some cases the 

messages contain threats. The perpetrators hope that by 

using this strategy, the smartphone user will become 

careless. Therefore, it will be very dangerous for the 

victim and profitable for the perpetrator. 

Research on SMS spam detection has been carried out 

and developed using various classification methods, either 

with a machine learning approach or a combination of 

several methods to obtain accurate results. For example, 

one method to find out spam messages is the naive Bayes 

method that provides a measurement value in analyzing 

spam based on the frequency of spam and non-spam 

words. The conducted research uses English e-mails 

stored in the form of a .txt document. The data used is 

taken from the spam link dataset. First, the data 

processing technique comes from reading literature, 

journals, papers, and other readings related to data mining 

classification algorithms. Then, the collected data for 

research material was obtained online from the link spam 

dataset [3]. 

Furthermore, the research to classify and analyze SMS 

spam or ham uses the Support Vector Machine, 

Multinomial Naïve Bayes, and Decision Tree methods. 

The three methods chosen are used to compare and give 

insight into the algorithms and determine the best solution. 

Support Vector Machine emphasizes word relationship 

correlation, and Multinomial Naïve Bayes does not have 
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word dependence on one another, while Decision Tree is 

more about dividing words into classes[4]. 

Various algorithms such as Naïve Bayes, Support 

Vector Machine (SVM), and k-Nearest Neighbor (k-NN), 

are used in the classification stages. For example, Support 

Vector Machine (SVM) is one of the best methods used in 

pattern classification problems. On the other hand, Naïve 

Bayes is a classification technique based on the popular 

Bayesian probability theorem and creates a well-

performing and straightforward model. So the research 

was conducted to compare the Naïve Bayes algorithm 

with several other algorithms, Support Vector Machine 

(SVM), Neural Network (NN), and Decision Tree (DT), 

in classifying text documents. The results obtained are 

that the Naïve Bayes algorithm provides the highest 

accuracy with a value of 97.0%, Support Vector Machine 

provides accuracy with a value of 96.9%, Neural 

Networks of 93.0%, and Decision Tree algorithm provides 

the lowest accuracy with a value of 91.1%[5]. 

This study aims to continue the previous study to 

classify whether the message is important or spam, using 

the Deep Learning algorithm with three models: Dense 

Network, LSTM, and Bi-LSTM. In addition, the 

preprocessing data text method, based on the Natural 

Language Processing (NLP) domain, is expected to 

improve the results for better model performance and be 

the solution for the SMS spam problem, especially in 

Indonesia. 

There are five parts organized in this research. Part I is 

an introduction related to the researched case study. Part II 

is the base theory to explain the research reference, and 

Part III is the research method explaining the process and 

model architecture. Part IV shows the results of the 

evaluation and predictions. Finally, part V is the 

conclusions. 

II. BASIC THEORY  

A. Natural Language Processing  

Natural Language Processing (NLP) is a natural 

language processing that uses a Deep Learning algorithm 

method with unstructured data input in text or voice 

messages. NLP is a branch of computer science and 

linguistics that discusses the interaction between humans 

and computers using natural language (human language). 

The algorithm of Deep Learning included the NLP 

because this model can generalize the work process of 

computer learning better than the classical machine 

learning approach, it frequently researched and developed. 

Moreover, the data will be extracted automatically from 

the features, which helps make the model [6]. 

B. Text Preprocessing 

Before making an unstructured data-based model such 

as text or natural human language, it is necessary to do 

data preprocessing techniques. This technique is the 

beginning of the data mining process to convert raw data 

collected from various sources into cleaned information 

and used for further processing. 

Several common errors in data, such as missing values, 

data noise, or data inconsistency, can decrease the analysis 

results accuracy. That is why before processing the data, 

we must ensure the data we are going to use is "clean" 

data, meaning that we have to be sure the dataset used as 

material to make the model must be safe from unused 

characters. 

The process of cleaning the data also depends on the 

type of problem in the data set. In this study, several 

preprocessing techniques were carried out, including: 

a. Text Cleaning: the process of cleaning or deleting 

text or characters that are non-alphabetic (not in 

alphabetical order) to reduce noise. This process 

clears a set of numbers, symbols such as periods (.), 

commas (,), question marks (?), exclamation points 

(!), and other symbols or characters.  

b. Case Folding: a simple and effective process that 

converts all letters in a document to lowercase. Only 

letters with a string data type from a to z can do this 

process.  

c. Tokenizing: the process of dividing the text in the 

document into different units. These units, usually 

called tokens, are used to factorize numbers so that 

computers or machines can easily understand human 

language.  

d. Fit on text: the process of association between text or 

sentences in the report description with tokens or 

numbering previously created. 

e. Text to Sequence: The process of replacing the words 

in the report description sentences with their 

respective token numbers. This process will turn 

each sentence into a sequence of numbers.  

f. Pad Sequence: the process to determine the length of 

the sequence of words in a sentence (message) and 

turn it into an array of 2D Numpy 

g. Splitting dataset: the process to divide the dataset 

into training data and test data, regardless of what 

type of data this process use, the process is important. 

The goal is to train and test the performance of the 

model used.  

C. Dense Network 

 
Fig. 1. Dense Network (DensNet) architecture[7] 

In Dense Network (DensNet) architecture, each layer 

connects to another layer, which happens for each layer. 

Thus, the feature maps of all previous layers function as 

input, and the feature maps themselves work as an input 
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for each subsequent layer. DenseNet is a discovery in 

neural networks for visual object recognition [7]. Fig. 1 

shows the DensNet architecture. 

The DenseNet develops specifically to improve the 

decreased accuracy caused by a vanished gradient in high-

level neural networks. In simple terms, the information 

disappears before reaching its destination due to the 

longer path between the input and output layers[8]. 

D. Long Short Term Memory 

Long Short Term Memory (LSTM) was first mentioned 

in 1997 by Hochreiter and Schmidhuber. LSTM is also a 

neural network with an adaptable architecture, so its shape 

can be adjusted depending on the application. Long Short 

Term Memory is a derivative of the RNN (Recurrent 

Neural Network) method. Shown in Fig. 2 is LSTM 

architecture. 

 

Fig. 2. Long Short Term Memory (LSTM) Architecture [9] 

A Recurrent Neural Network is a repetitive neural 

network specifically designed to handle sequential data. 

However, RNN has the problem of vanishing and 

exploding gradient, which changes the range of values 

from one layer to the next in the architecture. The LSTM 

was built and designed to overcome the gradient 

vanishing of RNNs when dealing with vanishing and 

exploding gradients. The LSTM architecture consists of 

an input layer, an output layer, and an adaptable hidden 

layer [10]. 

E. Bi-directional Long Short Term Memory (Bi-LSTM) 

Another version of the LSTM with a bidirectional RNN 

(Bi-RNN) structure is called the Bidirectional LSTM (Bi-

LSTM). In this version, the performance of the LSTM 

model can be improved, especially in the classification 

process. In contrast to the standard LSTM structure, two 

different LSTM networks train for sequential input on the 

BiLSTM architecture. Fig. 3 shows the basic structure of 

BLSTM running on sequential input 

 
Fig. 3. Bidirectional Long Short Term Memory (Bi-LSTM) Architecture 

[11] 

The Bi-LSTM structure can give better results than 

other network structures, depending on the problem area. 

For example, Bi-LSTM gives good results in voice 

processing tasks with an important message[11]. 

III. RESEARCH METHODS 

A. SMS Spam Dataset  

Datasets are an important ingredient or component in 

research case studies and a machine learning model 

trainer. Various methods can do the data collection or data 

acquisition process. Some of those methods include 

observation, surveys, web scrapping, using tools (cameras, 

sensors, recorders, et cetera.), or accessing online websites 

that provide open datasets for the public, such as Kaggle 

and Tensorflow Dataset, et cetera. 

Short Messaging Service (SMS) is a 

telecommunication service using text messages that are 

still widely used. SMS is still proven to be faster to read 

than messages through other chat applications. Especially 

now that SMS integrates with a cloud service system that 

is cheaper when used by certain companies or start-ups. 

With many cases of hacking social media accounts, such 

as e-mail, Facebook, e-commerce, and mobile banking or 

credit card services, SMS  also functions as an 

authorization system and as double security for the 

account verification process. 

TABLE I:  DESCRIPTION OF DATASET INFORMATION 

 
Number of 

Messages Record 

Number of 

Missing Value 

Text 1143 0 

Label 1143 0 

 

Table I shows the information on the dataset used as 

the research material: methods and the type for the 

acquiring research datasets acquired from online open 

datasets and the collection of messages obtained from 

surveys and the results of previous research 

observations[12]. After carrying out the dataset 

exploration, the information was obtained, including the 

dataset consisting of 2 columns, "Text" and "Label," a 

total of 1,143 messages consisting of 569 important SMS, 

335 messages of fraud and 239 promotional messages. 

 
Fig. 4. Wordcloud words on important SMS 

Fig. 4 shows a visualization of words that fall into the 

SMS category of important messages. A Wordcloud that 

represents word frequency can be displayed in an 

attractive but informative form. The more often a word is 

used, the larger the size of the word that will be displayed 
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in the wordcloud. While in Fig. 5 shows a visualization of 

words that fall into the SMS category of spam messages. 

 
Fig. 5. Wordcloud words on spam SMS 

Even though the dataset used is free from missing 

values or empty data, the data preprocessing stage is still 

needed. One is to label important messages and then 

combine fraudulent, spam, and promo messages into one 

label. Then clean up the data by eliminating numbers and 

characters that are not needed in the modeling process, 

converting all letters in the message to lowercase, and 

dividing the dataset into 80% training and 20% testing 

data. 

B. Hyperparameter 

The Hyperparameter has to be thought of when 

building a model because it could affect the model 

performance, increasing its accuracy. Here are some 

hyperparameters in Deep Learning, which is: 

a. The number of hidden layers 

b. The number of hidden neurons in each hidden layers 

c. Batch Size (represents the amount of data trained in 

each epoch) 

d. Iteration, for example, the number of 10,000 

datasets and Batch size = 200, then one epoch 

consists of 50 iterations (10.000 divided by 200)  

e. Epoch (represents one set of iteration) 

f. Learning Rate 

g. Regularization Parameter 

Hyperparameters are configuration variables outside 

the model, and their values are hard to estimate from the 

data. That means hyperparameters cannot be learned 

directly from the data in standard model training. Instead, 

hyperparameters need to be set by machine learning 

engineers before training and carried out by 

experimentation (trial and error) until the best predictive 

score is obtained[13]. 

C. Parameter Training 

Before training using the dataset to create a model, the 

next stage determines the model training parameters or 

rules. The following are some of the important 

components to consider when creating a model training 

set, including: 

a. Activation functions are used in artificial neural 

networks to activate or deactivate neurons. 

b. Loss functions are used in artificial neural networks 

to calculate model errors during the optimization 

process.  

c. Optimizers are used in model optimization by 

iteratively updating the weighted network based on 

training data. 

The role of each parameter in the training of the Deep 

Learning neural network model is very important to 

consider. For example, how to choose the correct 

activation, loss, and optimizer function for our predictive 

modeling problem. To obtain model training results with 

the smallest error evaluation and the shape of the output 

function approaches the desired target. 

D. Supervised Learning 

The proposed model is a type of classification included 

in the Supervised Learning algorithm or machine learning 

with certain guidelines using labels. The more the model 

processes the data, the higher the level of accuracy will be. 

There are two variables in the Supervised Learning 

algorithm: the input variable, usually called the X variable, 

and the output variable, usually called the Y variable. The 

Supervised Learning algorithm aims to study the mapping 

function from the X variable to the Y variable. The 

general formula for mapping the X and Y variables is Y. = 

f(X). The ultimate goal of the Supervised Learning 

algorithm is to estimate the mapping function (f) so that 

we can predict the Y variable when we have new studied 

input data (X variable). Fig. 6 shows the Supervised 

Learning work process. 

 
Fig. 6. Supervised Learning work process[14] 

Supervised learning is predictive so that from the 

results of the many approaches that have been carried out, 

a prediction will be obtained. This algorithm can solve 

data problems linearly, multilinearly, or polynomially[14]. 

Supervised learning algorithms learn from labeled data. 

The algorithm then selects which label to apply to new 

data after comprehending it by associating patterns to the 

unlabeled new data. The evaluation of performance 

measurement for the machine learning classification 

problems using supervised learning using combinations of 

predicted and actual values. The following are the values 

of the parameters used to generate the classification 

model's evaluation[15].  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                  (1) 

where: 

TP : True Positive 

FP : False Positive 
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Precision expresses the proportion of units our model 

says are Positive and they actually Positive. In other 

words, Precision tells us how much we can trust the model 

when it predicts an individual as Positive[15]. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                               (2) 

where: 

TP : True Positive 

FN : False Negative 

The Recall measures the model’s predictive accuracy 

for the positive class: intuitively, it measures the ability of 

the model to find all the Positive units in the dataset[15]. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 𝑥 
(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙)

( 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙)
                  (3) 

The formula of F1-score can be interpreted as a 

weighted average between Precision and Recall, where 

F1-score reaches its best value at 1 and worst score at 0. 

The relative contribution of precision and recall are equal 

onto the F1-score and the harmonic mean is useful to find 

the best trade-off between the two quantities[15]. 

 
Fig. 7. Deep Learning process diagram for SMS identification 

Fig. 7 shows a series of processes or research work 

steps. Starting with preparing a labeled dataset, the 

preprocessing stage of text messages consists of Text 

Cleaning, Case Folding, Tokenizing, Fit on Text, Text to 

Sequence, Pad Sequence. It is then going to Splitting the 

Dataset into training data and testing data. Next, Modeling 

consists of building a model architecture, predicting and 

evaluating the model performance results. Finally, we 

obtained a model for determining the output classification, 

whether the included message is important or spam. 

E. Deep Learning Neural Network 

Neural Network is an information processing process 

inspired by the working system of human biological 

neural networks. A neural network consists of an input 

layer, hidden layer, and output layer, where each layer has 

several units that are interconnected between layers and 

have weights. There are no definite provisions in 

determining the architecture of each model. However, an 

architectural size that is too small will result in the model 

not learning well. Conversely, an architecture size that is 

too large will be weak in generalization and take up a lot 

of training time[16]. 

Deep Learning is an artificial neural network with 

many layers (multi-layer) or composed of more than one 

layer between the input and output layers, often called the 

hidden layer. Networks with multiple layers can solve 

more complex problems than single ones, of course, with 

more complicated learning. Deep Learning is different 

from traditional machine learning techniques. Deep 

Learning algorithms perform representations of data such 

as images, videos, or text automatically without 

introducing code rules or human domain knowledge[16]. 

The following are some Deep Learning algorithms used to 

create three types of SMS spam classification models: 

 
Fig. 8. Dense Network Model Summary 

Fig. 8 shows the first model architecture based on 

Dense Network, which has five layers: 1 Embedding 

Layer, 1 Global Average Pooling 1D Layer, 2 Dense 

Layer, and 1 Dropout Layer. The total training parameters 

are 8,433. 

 
Fig. 9. LSTM model summary 

Fig. 9 shows the second model architecture based on 

Long Short Term Memory (LSTM) which has four layers: 
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1 Embedding Layer, 2 LSTM and 1 Dense Layer. The 

total training parameters are 14,261. 

 
Fig. 10. Bi-LSTM model summary 

Fig. 10 shows the third model architecture based on Bi-

directional Long Short Term Memory (Bi-LSTM), which 

has four layers: 1 Embedding Layer, 1 Bi-LSTM, 1 

LSTM Layer, and 1 Dense Layer. The total training 

parameters are 18,821. 

IV. RESULTS AND DISCUSSION  

This study aims to understand how to build an SMS 

spam detection model using TensorFlow2. Specifically, to 

build a binary classification model to detect whether the 

short message (SMS) is spam or not spam (important). In 

addition, we have also learned how to apply Deep 

Learning models to Dense Network (DensNet), Long 

Short Term Memory (LSTM), and Bidirectional-LSTM 

(Bi-LSTM) using the TensorFlow2 Keras API layer. 

A. Performance Model 

Evaluating the model's performance uses the same type 

of configured parameters, namely Binary_Crossentropy as 

the loss function, Adam as the optimizer, and accuracy as 

the metrics. Next, the epoch Hyperparameter was assigned 

30 times. The results of accuracy and loss obtained can be 

seen in Table II as follows. 

TABLE II: INFORMATION DATASET DESCRIPTION 

 Epoch Accuracy Loss 

Dense Network 30 times 0,9563 0,1442 

LSTM 15 times 0,9476 0,1989 

Bi-LSTM 10 times 0,9475 0,1988 

 

The Dense Network (DensNet) architecture model 

produces loss: 0.1442 and accuracy: 0.9563 within 30 

epochs. The Long Short Term Memory (LSTM) 

architecture model produces loss: 0.1899 and accuracy: 

0.9476 within 15 epochs. The model of the Bi-directional 

Long Short Term Memory (Bi-LSTM) architecture 

resulted in a loss of 0.188 and an accuracy of 0.9475 

within 10 epochs. When observed, the epoch or iteration 

process in each model has a different number, and this is 

due to the Early Stopping method so that if the model 

starts to show signs of Overfitting, it will stop the training 

process. 

B. Prediction Results 

Testing the system on the model uses a test dataset of 

299 data taken at random based on a previously divided 

dataset. Confusion Matrix becomes a reference to 

represent predictions and actual conditions of the resulting 

data. Confusion Matrix can provide comparative 

information on classification results such as calculating 

accuracy, Precision, recall, and F-score values. The 

following is a comparison of the test results of the three 

trained models: 

 
Fig. 11. Model evaluation and prediction chart 

When viewed in general, in Fig. 11, the results of the 

evaluation and the predictions of the three models using 

data testing get a good value. Recall, Precision, and F-

Score values are calculation values widely used to 

measure the performance of the trained model. Recall can 

measure the success rate of the system in retrieving 

information. The Precision determines the level of 

accuracy between the information provided and the 

answer predicted by the system. Finally, the combination 

of Precision and Recall produces an F-Score value. 

The average value obtained by the DensNet model is a 

precision value of 0.945, a recall value of 0.945, and an F-

score of 0.945. The average value obtained by the LSTM 

model is a precision value of 0.955, a recall value of 0.955, 

and an F-score of 0.955. The average value obtained by 

the Bi-LSTM model is a precision value of 0.95, a recall 

value of 0.94, and an F-score of 0.945. In categorical 

classification, Precision is useful as a positive predictive 

value. For example, in the case study of short message 

classification (SMS), the predicted value considered is 

Precision. Following the precision calculation, a True 

Positive condition occurs if they detect a new message as 

important. Because if we consider the calculation value 

with a False Positive condition, all of the incoming 

messages would be considered spam, and important 

information may not appear because the messages 

identified as spam messages. 

V. CONCLUSION 

In the machine learning process, to create a model, 

many algorithms can be used. However, the model 

architecture selection needs to adjust for each type of case 

study currently studied. Furthermore, developing a model 
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does not have definite rules, so experiments are needed, 

for example, when processing raw datasets into datasets 

that are ready to use, determining hyperparameter 

configurations and training and research parameters so 

that the model accuracy results are better. 

The testing process uses the three types of Deep 

Learning models: Dense Network, LSTM, and Bi-LSTM 

in the Natural Language Processing (NLP) domain. The 

result is a solution for smartphone users, so they do not 

have to spend much time deleting spam SMS in their 

inboxes. Furthermore, the Deep Learning algorithm 

method is proven to have good evaluation results. 

Therefore, it can support classifying SMS spam, 

especially for the Indonesian language in smartphones. 
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