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Preface

2nd ICEBEHI-2021, the 2nd International Conference on Electronics, Biomed-
ical Engineering, and Health Informatics, took place during 3–4 November 2021
on virtual platforms (Zoom app). The conference was organized by the Depart-
ment of Medical Electronics Technology, Health Polytechnic Ministry of Health
Surabaya (Poltekkes Kemenkes Surabaya), Surabaya, Indonesia, and co-organized
by Panipat Institute of Engineering and Technology (PIET), India, Institut Teknologi
TELKOMPurwokerto, Indonesia, Institut TeknologiTELKOMSurabaya, Indonesia,
SaurashtraUniversity, India,with aimof bringing together as family all leading scien-
tists, academicians, educationist, young scientist, research scholars and students to
present, discuss and exchange their experiences, innovation ideas and recent devel-
opment in the field of electronics, biomedical engineering and health informatics.

Taking into account the COVID-19 pandemic, ICEBEHI-2021 was held virtually
as agencies around the world are now issuing restrictions on travel, gatherings and
meetings in an effort to limit and slow the spread of this pandemic. The health and
safety of our participants and members of our research community are of top priority
to the organizing committee. Therefore, ICEBEHI-2021 was held online through
Zoom software. More than 100 participants (presenter and non-presenter) attended
the conference, and they were from India, Malaysia, Turkey, Pakistan, Brunei Darus-
salam, Peru, Iran, Taiwan Belgium and USA. The scientific program of this confer-
ence included many topics related to electronics and biomedical engineering as well
as those in related fields. In this conference, two distinguished keynote speakers
and one invited speaker had delivered their research works in area of biomedical
engineering. Each keynote speech lasted 50 minutes.

ICEBEHI-2021 collects the latest research results and applications on electronics,
biomedical engineering and health informatics. It includes a selection of 42 papers
from 119 papers submitted to the conference from universities all over the world. All
of the accepted papers were subjected to strict peer reviewing by 2–3 expert referees.
All articles have gone through a plagiarism check. The papers have been selected for
this volume because of quality and relevance to the conference.

We are very grateful to the committee which contributed to the success of this
conference. Also, we are thankful to the authors who submitted the papers; it was

ix



x Preface

quality of their presentations and communication with the other participants that
really made this web conference fruitful. Last but not least, we are thankful to the
Lecture Note in Electrical Engineering (Springer) Publishing for their support; it was
not only the support but also an inspiration for organizers. We hope this conference
can be held every year to make it an ideal platform for people to share views and
experiences in electronics, biomedical engineering, health informatics and related
areas. We are expecting you and more experts and scholars around the globe to join
this international event next year.

Surabaya, Indonesia Dr. Triwiyanto Triwiyanto
triwi@poltekkesdepkes-sby.ac.id

mailto:triwi@poltekkesdepkes-sby.ac.id


Contents

Analysis of Educational Data Mining Using WEKA
for the Performance Students Achievements . . . . . . . . . . . . . . . . . . . . . . . . . 1
Agung Triayudi, Wahyu Oktri Widyarto, and Vidila Rosalina

IoT-Based Distributed Body Temperature Detection
andMonitoring System for the Implementation of Onsite Learning
at Schools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Indrarini Dyah Irawati, Akhmad Alfaruq, Sugondo Hadiyoso,
and Dadan Nur Ramadan

Improving the Quality and Education Systems Through
Integration’s Approach of Data Mining Clustering in E-Learning . . . . . . 25
Agung Triayudi, Iskandar Fitri, Wahyu Oktri Widyarto, and Sumiati

A Survey of Deep Learning on COVID-19 Identification Through
X-Ray Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Ledya Novamizanti and Tati Latifah Erawati Rajab

Half Bridge Operational Testing and Optimization
for Chemiresistive Escherichia Coli Bacteria Sensor
Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Nurliyana Md. Rosni, Kusnanto Mukti Wibowo, Royan Royan,
Fani Susanto, Atqiya Mushlihati, Rudi Irmawanto,
and Mohd. Zainizan Sahdan

Vital Sign Monitor Based on Telemedicine Using Android
Application on Mobile Phone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Bambang Guruh Irianto, Anita Miftahul Maghfiroh,
Anggit Ananda Solichin, and Fabian Yosna Bintoro

Image Classification for Egg Incubator Using Transfer Learning
VGG16 and InceptionV3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Apri Junaidi, Faisal Dharma Adhinata, Ade Rahmat Iskandar,
and Jerry Lasama

xi



xii Contents

Method for Obtain Peak Amplitude Value on Discrete
Electrocardiogram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Sabar Setiawidayat and Aviv Yuniar Rahman

Design and Implementation of Urine Glucose Measurements
Based on Color Density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Dian Neipa Purnamasari, Miftachul Ulum, Riza Alfita, Haryanto,
Rika Rokhana, and Hendhi Hermawan

Pressure Wave Measurement of Clay Conditioned Using
an Ultrasonic Signal with Non-destructive Testing (NDT) Methods . . . . . 123
Lusiana and Triwiyanto Triwiyanto

Deep Learning Approach in Hand Motion Recognition Using
Electromyography Signal: A Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
Triwiyanto Triwiyanto, Triana Rahmawati, Andjar Pudji,
M. Ridha Mak’ruf, and Syaifudin

Battery Charger Design in a Renewable Energy Portable Power
Plant Based on Arduino Uno R3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
Anggara Trisna Nugraha, Dwi Sasmita Aji Pambudi,
Agung Prasetyo Utomo, and Dadang Priyambodo

The Auxiliary Engine Lubricating Oil PressureMonitoring System
Based on Modbus Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
Anggara Trisna Nugraha, Ruddianto, Mahasin Maulana Ahmad,
Dwi Sasmita Aji Pambudi, Agung Prasetyo Utomo,
Mayda Zita Aliem Tiwana, and Alwy Muhammad Ravi

Global Positioning System Data Processing Improvement for Blind
Tracker Device Based Using Moving Average Filter . . . . . . . . . . . . . . . . . . . 177
Sevia Indah Purnama, Mas Aly Afandi, and Egya Vernando Purba

Real-Time Masked Face Recognition Using FaceNet
and Supervised Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
Faisal Dharma Adhinata, Nia Annisa Ferani Tanjung, Widi Widayat,
Gracia Rizka Pasfica, and Fadlan Raka Satura

Emerging Potential on Laser Engraving Method in Fabricating
Mold for Microfluidic Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
Muhammad Yusro

Application of Denoising Weighted Bilateral Filter and Curvelet
Transform on Brain MR Imaging of Non-cooperative Patients . . . . . . . . . 215
Fani Susanto, Arga Pratama Rahardian, Hernastiti Sedya Utami,
Lutfiana Desy Saputri, Kusnanto Mukti Wibowo, and Anita Nur Mayani

Skin Cancer Classification Systems Using Convolutional Neural
Network with Alexnet Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
Dian Ayu Nurlitasari, R. Yunendah Nur Fuadah, and Rita Magdalena

M S I
Highlight



Contents xiii

Deep Learning Approach to Detect the Covid-19 Infection Using
Chest X-ray Image: A Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
Triwiyanto Triwiyanto, Lusiana, Levana Forra Wakidi,
and Farid Amrinsani

Parkinson’s Disease Detection Based on Gait Analysis of Vertical
Ground Reaction Force Using Signal Processing with Machine
Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
Yunendah Nur Fuadah, Fauzi Frahma Taliningsih, Inung Wijayanto,
Nor Kumalasari Caecar Pratiwi, and Syamsul Rizal

Performance Analysis of an Automated Epilepsy Seizure Detection
Using EEG Signals Based on 1D-CNN Approach . . . . . . . . . . . . . . . . . . . . . 265
Nor Kumalasari Caecar Pratiwi, Inung Wijayanto,
and Yunendah Nur Fu’adah

Comparative Analysis of Various Optimizers on Residual Network
Architecture for Facial Expression Identification . . . . . . . . . . . . . . . . . . . . . 279
Ardityo Dimas Ramadhan, Koredianto Usman,
and Nor Kumalasari Caecar Pratiwi

Automatic Glaucoma Classification Using Residual Network
Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 289
Fira Mutia Ramaida, Koredianto Usman,
and Nor Kumalasari Caecar Pratiwi

State-of-the-Art Method Denoising Electrocardiogram Signal:
A Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301
Anita Miftahul Maghfiroh, Syevana Dita Musvika,
Levana Forra Wakidi, Dyah Titisari, Singgih Yudha Setiawan,
Farid Amrinsani, and Dandi Hafidh Azhari

Development of Monitoring System for Room Temperature, pH
and Water Level Hydroponic Cultivation Using IoT Method . . . . . . . . . . . 311
Rismayani, S. Y. Hasyrif, Asma Nurhidayani, and Nirwana

Implementation of One-Dimensional Convolutional Neural
Network for Individual Identification Based on ECG Signal . . . . . . . . . . . 323
Ana Rahma Yuniarti and Syamsul Rizal

A Cost-Effective Multi-lead ECG Ambulatory Monitoring System
Built Around ESP-32D Using ADS1293 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341
Harikrishna Parikh, Bhavesh Pithadiya, Jatin Savaliya,
Ankitkumar Sidapara, Kamaldip Gosai, Urmi Joshi, and H. N. Pandya

3D Printer Movement Modelling Through Denavit–Hartenberg
Theory and RoboAnalyzer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 355
Jatin Savaliya, Kamaldip G. Gosai, Ankitkumar Sidapara,
Harikrishna Parikh, Bhavesh Pithadiya, and Haresh Pandya



xiv Contents

An Arm Robot for Simplified Robotic Pedagogy: Fabrication
Method, DH Theory and Verification Through MATLAB
and RoboAnalyzer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 373
Kamaldip G. Gosai, Jatin Savaliya, Ankitkumar Sidapara,
Harikrishna Parikh, Bhavesh Pithadiya, and Haresh Pandya

Design, Fabrication and On-Site Implementation of Steel-Framed,
Tractor Mountable and Electronically Controlled Pesticide Filling,
Mixing and Spraying Attachment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387
Ankitkumar P. Sidapara, Jatin A. Savaliya, Kamaldip G. Gosai,
Harikrishna N. Parikh, H. N. Pandya, and Bhavesh Pithadiya

An IoT Based Greenhouse Control System Employing Multiple
Sensors, for Controlling Soil Moisture, Ambient Temperature
and Humidity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 405
Bhavesh Pithadiya, Harikrishna Parikh, Jatin Savaliya,
Ankitkumar Sidapara, Kamaldip Gosai, Dhrumil Vyas, and H. N. Pandya

CancerMammography Detection Using Four Features Extractions
on Gray Level Co-occurrence Matrix with SVM Kernel Analysis . . . . . . . 417
Figo Ramadhan Hendri and Fitri Utaminingrum

Phantom Simulation Model for Testing Enhancement of Image
Contrast in Coronary Artery Based on Body Weight and Body
Surface Area Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 431
Gatot Murti Wibowo, Ayu Musendika Larasati, Siti Masrochah,
and Dwi Rochmayanti

Optimization of Battery Management System with SOC
Estimation by Comparing Two Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 445
Lora Khaula Amifia, Moch. Iskandar Riansyah,
Benazir Imam Arif Muttaqin, Adellia Puspita Ratri,
Firman Adi Rifansyah, and Bagas Wahyu Prakoso

EMG Based Classification of Hand Gesture Using PCA and SVM . . . . . . 459
Limcoln Dela, Daniel Sutopo, Sumantri Kurniawan,
Tegoeh Tjahjowidodo, and Wahyu Caesarendra

A Review for Designing a Low-Cost Online Lower Limb
Monitoring System of a Post-stroke Rehabilitation . . . . . . . . . . . . . . . . . . . . 479
Andi Nur Halisyah, Reza Humaidi, Moch. Rafly, Cut Silvia,
and Dimas Adiputra

Real-Time Field Segmentation and Depth Map Using Stereo,
Color and Ball Pattern . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 491
Ardiansyah Al Farouq, Ahmad Habibi, Putu Duta Hasta Putra,
and Billy Montolalu



Contents xv

Investigation of the Unsupervised Machine Learning Techniques
for Human Activity Discovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 499
Md. Amran Hossen, Ong Wee Hong, and Wahyu Caesarendra

The Development of an Alarm System Using Ultrasonic Sensors
for Reducing Accidents for Side-By-Side Driving Alerts . . . . . . . . . . . . . . . 515
Krunal Suthar, Harikrishna Parikh, Haresh Pandya, and Mahesh Jivani

Diagnosis of Epilepsy Disease with MRI Images Analysis and EEG
Signal Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 529
Golnoush Shahraki and Elyas Irankhah

AutoSpine-Net: Spine Detection Using Convolutional Neural
Networks for Cobb Angle Classification in Adolescent Idiopathic
Scoliosis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 547
Wahyu Caesarendra, Wahyu Rahmaniar, John Mathew, and Ady Thien

Upper Limb Exoskeleton Using Voice Control Based on Embedded
Machine Learning on Raspberry Pi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 557
Triwiyanto Triwiyanto, Syevana Dita Musvika, Sari Luthfiyah,
Endro Yulianto, Anita Miftahul Maghfiroh, Lusiana Lusiana,
and I. Dewa Made Wirayuda



Real-Time Masked Face Recognition
Using FaceNet and Supervised Machine
Learning

Faisal Dharma Adhinata, Nia Annisa Ferani Tanjung, Widi Widayat,
Gracia Rizka Pasfica, and Fadlan Raka Satura

Abstract The coronavirus pandemic has led to the implementation of health proto-
cols such as the use of masks worldwide. Without exception, work activities also
require the wearing of masks. This condition makes it difficult to recognize an
individual’s identity because the mask covers half of the face, especially when the
employee is present. The attendance system recognizes a face without a mask more
accurately, in contrast, a masked face makes identity recognition inaccurate. There-
fore, this study proposes a combination of facial feature extraction using FaceNet and
several classification methods. The three supervised machine learning methods were
evaluated, namely multiclass Support Vector Machine (SVM), K-Nearest Neighbor,
and Random Forest. Furthermore, the masked face recognition systemwas evaluated
using real-time video data to assess the accuracy and processing time of the video
frame. The accuracy result on real-time video data using a combination of FaceNet
with K-NN, multiclass SVM, or Random Forest of 96.03%, 96.15%, and 54.04%
are obtained respectively and in processing time per frame of 0.056 s, 0.055 s, and
0.061 are obtained respectively. The results show that the combination of the FaceNet
feature extraction method with multiclass SVM produces the best accuracy and data
processing speed. In other words, this combination can reach 18 fps at real-time video
processing. Based on these results, the proposed combined method is suitable for
real-time masked face recognition. This study provides an overview of the masked
face recognition method so that it can be a reference for the contactless attendance
system in this pandemic era.
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1 Introduction

The coronavirus pandemic has led to the implementation of health protocols world-
wide, such as the use of masks. This is important to suppress the escalation of the
virus which spreads through direct contact with sufferers or indirectly by touching
infected surface areas [1]. Furthermore, in the workplace, attendance activities are
usually carried out using fingerprints. This condition promotes the spread of coron-
avirus via indirect contact. Meanwhile, one of the safe attendance systems is the use
of facial biometric data [2, 3]. The human face generally consists of two eyes, as well
as the area above and below the nose [4]. An individual is usually recognized through
facial features such as shape, hair, nose, mouth, eyes, and eyebrows. However, the
use of masks makes the area under the nose covered, therefore, special techniques
are needed for masked face recognition at segmentation, facial feature extraction,
and classification stages.
Masked face recognition has recently become a new case study due to the diffi-

culties associated with identifying faces covered with masks [5]. Aswal et al. [6],
using a combination of RetinaFace andVGGFace2 for themasked face identification
process, produced an accuracy of 94.5%but failed to run on real-timedata. Therefore,
a variety of other methods is needed to accurately run in real-time. The first stage
of masked face recognition is segmentation for face detection. This process captures
the entire face area from hair to chin, meanwhile, various types of mask motifs used
need to be ignored, thereby limiting the segmentation process of the facial area to
the upper part of the nose. Therefore, the facial features used in this study are the
area above the nose which includes hair, eyes, and eyebrows.
The next step is the main stage of masked face recognition, namely feature extrac-

tion, and classification of identities based on facial features. One technique that is
often used to extract facial image features is the deep convolutional neural network
[7]. FaceNet uses a deep convolutional neural network to extract facial features, It
maps each face image to a Euclidean space in which the distances between faces are
proportional to the similarity [8]. Furthermore, several studies have used FaceNet for
facial data classification [9–11]. Zhao et al. [9] used this technique for recognition at
low resolution and obtained an accuracy value of 100% on the identities of 21 people.
Also, Pranoto andKusumawardani [10] usedFaceNet for a student attendance system
and produced an accuracy above 95%. This technique is not only used for identity
recognition, but also to recognize facial expressions [11]. A previous study produced
an accuracy of 94.68% and recognized three facial expressions, namely focused,
unfocused, and fatigue. Therefore, this study aims to use FaceNet for facial feature
extraction. The key to the accuracy of masked face recognition is the classification
stage. Several supervisedmachine learning techniques have been used inmasked face
recognition studies. The Random Forest was used to classify 40 people’s identities
with an accuracy of 97.17% [12]. Furthermore, the K-Nearest Neighbor produced an
accuracy of 81% with a value of K = 1 [13]. The multiclass SVM was also applied
to face recognition systems and produced an accuracy of 86.76% [14]. Therefore,
this study analyzed the combination of FaceNet feature extraction with K-Nearest
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Neighbor, multiclass SVM, or Random Forest methods. In addition, the processing
speed of real-time video data and its accuracy were also evaluated.
This paper is organized as follows. In Sect. 2, the design of the proposed system

contains a flowchart and an explanation of the methods. Section 3 contains experi-
ments at the training stage, which are used for testing using real-time video data, and
ends with a discussion related to previous research. Section 4 contains conclusions
from the results of masked face recognition research.

2 Materials and Method

The masked face recognition system consists of training and testing stages using
real-time video. Figure 1 shows the proposed system architecture. Figure 1 shows
that the training phase begins with the acquisition of facial data and the respective
identity. Furthermore, the facial data used is a cropped face in the area above the
nose, the face area was then resized to match the size of the pre-trained FaceNet
model. The pre-processing stage results were stored in an array form and further

Fig. 1 The proposed system
of real-time masked face
recognition
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Dimas Irfan Syifa Muna� Nadine

Fig. 2 Example of training data and its identity

extracted using FaceNet’s facial features. The facial feature extraction results were
trained in the form of a model using several supervised machine learning methods,
namely K-NN, multiclass SVM, or Random Forest. Moreover, the parameters of
each supervised learning method were then evaluated to obtain the best value for
training and testing accuracy. The best facial identity model results were stored for
use in the testing phase with real-time video data.
In the testing stage, real-time video datawere used to test the speed of the proposed

system in processing each video frame. The video data was first extracted into video
frames, while the frame obtained was segmented to obtain the face area above the
nose. Furthermore, the obtained facial area was also resized for feature extraction
processing and the resultswere stored in an array. The testing phase feature extraction
also used FaceNet, while the results were matched with the facial identity model.
The output of this system is a face bounding box that contains the identity of the
person, meanwhile, the accuracy and video data processing speed in real-time were
evaluated.

2.1 Data Acquisition

The masked face recognition system uses an image as training data and real-time
video as testing data. The training data used include 24 identities, with each identity
totaling 10 images, 8 as training, and 2 as testing data. Meanwhile, the subject data
used in this study varied in age, ranging from 3 to 41 years old. This age variation
is such that the research results apply to all ages. Furthermore, for real-time video
data, a 2 MP camera with 15 fps was used. The faces used were all towards the front
of the camera. Figure 2 shows an example of training data used in this study.

2.2 Data Segmentation

The facial segmentation results contained masks with various motifs, therefore, the
detected face was cropped only on the face, namely the area above the nose. Figure 3
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Fig. 3 Face segmentation results

shows an example of cropped training data. Furthermore, the segmented facial data
were then resized to 160 × 160. This is to adjust the size of the pre-trained FaceNet
model at the feature extraction stage. The resize results were stored in the form of
an array and processed in the feature extraction stage.

2.3 Feature Extraction Using FaceNet

FaceNet is a face recognition system developed in 2015 byGoogle researchers which
obtained leading results based on a variety of benchmark datasets [8]. It achieved
state-of-the-art accuracy by combining deep convolutional networks and triplet loss.
Figure 4 shows the feature extraction of the FaceNet pre-trained model using the
TripletLoss function. Furthermore, FaceNet has a significant advantage over previous
systems because it learns the mapping from the photos and generates embeddings
without relying on a bottleneck layer for recognition or verification. Following the
creation of the embeddings, all subsequent actions such as recognition or verifica-
tion are carried out using domain-specific standard methods, with the newly formed
embeddings serving as the feature vector. The network is trained such that the squared
L2 distance between embeddings is proportional to the degree of similarity between
faces. In addition, scaled and altered images are used for training as well as severely
cropped images around the facial area.
The triplet loss function is used to encode the faces of three images namely

an anchor, a positive, and a negative image. It is believed that vectors with the
same identity get increasingly similar (have a lower distance), meanwhile, vectors

Fig. 4 The triplet loss function [6]
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anchor positive anchor negative

Fig. 5 The illustration of triplet loss function

with different identities become less similar (have a more significant distance) [15].
Figure 5 shows that the anchor and positive images belong to the same person, while
the negative image belongs to another individual. The focus on training a model to
generate embeddings directly, rather than via an intermediate layer was significantly
emphasized in this study.

2.4 Classification Using Supervised Machine Learning

Supervised Learning is a process of grouping data based on a label. In this study,
the image data were grouped based on the respective identity. The label used is the
identity of each person, meanwhile, the classification stage used the three classifier
methods, namely K-Nearest Neighbor, SVM multiclass, and Random Forest.

K-Nearest Neighbor

The K-Nearest Neighbor (KNN) method of data classification is utilized for face
recognition [16, 17]. Each pixel in the face conveys a different piece of information,
therefore, face identity was detected based on each pixel classification. The face was
selected by the most common class. Figure 6 shows the illustration of K-NN in this
study.

Fig. 6 The illustration of
K-NN
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The training data consist of vectors in a multidimensional feature space, each
data with a label. In the training stage, the feature vectors and class labels associated
with the training samples are stored. Meanwhile, in the classification stage, K is a
user-defined, and an unlabeled vector (test face image) and is classified by assigning
the label that appears most frequently among the K training samples closest to that
particular test face. A test image is recognized by connecting it with the label of the
nearest face in the training set, allowing for the calculation of the distance between
both points [18]. The most common search technique is via the use of the Euclidean
and Manhattan distance formulas demonstrated in Eqs. 1 and 2.

d(x, y) =

����
n�

i=1
(xi − yi)2 (1)

d(x, y) =
n�

i=1
|xi − yi| (2)

In this study, two distance algorithms were tested, namely Euclidean and
Manhattan distance. Furthermore, the value of K in each distance algorithm was
also evaluated.

Multiclass SVM

Support Vector Machines (SVM) [19] are a type of machine learning technique
invented by Vapnik and colleagues [20]. The earliest methods of implementing SVM
to solve multiclass classification problems are the One-vs-Rest (OvR) SVM algo-
rithms [21]. In the OvR stage, SVM was trained for each class k that is an expert at
classifying k (one) versus non-k (the rest), hence, a binary classifier was created for
each k class. Figure 7 shows the illustration of multiclass SVM in this study.
Themodel formedwas indicatedwith the blue color as the positive class, while the

white color is negative. Furthermore, the maximum value of each class comparison is
calculated in the prediction process. The inputs for the model formation are 24 class
labels (person identities) and image features on each label, meanwhile, experiments

Fig. 7 The illustration of
SVM multiclass Dimas Irfan Syifa...

Dimas

Irfan

Syifa

Irfan Syifa...

Dimas Syifa...
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Fig. 8 The illustration of random forest

were carried out using three multiclass SVM kernels, namely sigmoid, polynomial,
and linear.

Random Forest

Random forest [22] is awidely known technique for developing predictivemodels for
classification and regulation [23]. The random forest algorithm is used to construct a
randomized decision tree. Furthermore, this algorithm frequently produces excellent
predictors for each iteration. This method aims to create numerous predictors before
aggregating the diverse predictions rather than acquiring an optimum technique at
once. The features were then used to categorize or regress a sample of qualitative
and/or quantitative variables. Figure 8 illustrates the Random Forest categorization
results.
Random forest classification is accomplished using training sample data and then

creating a tree. The classification is based on the most decisions observed from
the constructed trees. Meanwhile, the construction of trees uses randomly chosen
variables and then classifies all the trees produced [24]. For instance, a Random
Forest contains three decision trees, when the classification results from two trees
are “Irfan” and one tree is “Syifa”, then themost votes are used, namely “Irfan” class.
In the classification stage using the random forest method, the criterion parameter
and the number of trees were evaluated.

2.5 System Evaluation

The accuracy value at the training and testing stages was measured as well as data
processing speed using real-time video. The Python language library, scikit-learn
was used to measure the accuracy of the training phase, meanwhile, the metric used
was accuracy_score. This value was then used to calculate the correct prediction of
the system. Equation 3 shows the accuracy formula.

Accuracy
�
y, y

�
�
=

1

nsamples

nsamples−1�

i=0
1(y

�

i = yi ) (3)
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where y
�

i is the predicted value of the i-th sample and yi is the actual value, then the
fraction of true predictions is nsamples . To determine the accuracy value at the testing
stage, the correct rate (CR) value was calculated by dividing the number of correct
video frame data (C) by the total number of frames used for testing (A). The correct
rate equation is shown in Formula 4 [25].

CR =
C

A
(4)

Meanwhile, the computer configuration used to run the program significantly
affects the speed of real-time video data processing. Therefore, a desktop computer
configuration with an Intel Core i3-9100F CPU @ 3.60 GHz and 8192 MB DDR4
RAM was used to train face data. The operating system is Windows 10 Pro 64-bit.
In addition, a 2.0 MP camera with 15 fps was also used.

3 Result and Discussion

Themasked face recognition system uses the accuracy and speed of video processing
to measure the system’s robustness. This study has several experiments at the face
data training stage using the K-NN, SVM multiclass, and Random Forest methods.
Then the best results from each training process will be used for testing on real-time
video data.

3.1 Training Face Data Using K-NN

The masked face identities were classified via the K-NN method by calculating the
closest distance using the Manhattan and Euclidean distance algorithms. The result
was used to compare the similarity of the test and training feature database. Figure 9
shows the experimental results of variations in the value of K for each K-NN distance
algorithm.
The experiment on the K-NN method used an odd K value because the number

of classes studied was even, namely 24. Furthermore, the results showed that the
K value had a significant effect on training and testing accuracy. The best results
were obtained using the value of K = 1, meaning that only one nearest neighbor
is needed to classify people’s identities. The image used as input for training data
makes the features obtained very close to each identity. Therefore, higher K values
decrease accuracy as shown in Fig. 9.Moreover, based on the variation of the distance
algorithm, the use of Manhattan and Euclidean distance does not significantly affect
the accuracy results. Therefore, the value of K = 1 with the Euclidean distance
algorithm was used as the test in real-time video data.
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Fig. 9 The graph of classification result using K-NN method

3.2 Training Face Data Using Multiclass SVM

The multiclass SVM algorithms kernel is a collection of mathematical functions. It
transforms input data into the desired format. Meanwhile, the model output is poor
when the transformation is incorrect. Different SVM algorithms use various kernel
functions. In this study, three experiments were conducted with the sigmoid, linear,
and polynomial kernels to classify masked facial identities. Figure 10 shows the
results of kernel variations using multiclass SVM.
In the learning process using SVM multiclass, image features were transformed

into feature space using a kernel trick. The best results were obtained using a poly-
nomial kernel with 100% training and testing accuracy. Furthermore, the image
training data used produced numerous and scattered features, which were difficult to
separate using straight-line kernels such as sigmoid and linear. However, the poly-
nomial kernel was able to separate the scattered identity classes. Therefore, testing
on real-time video was carried out via a multiclass SVM with a polynomial kernel.
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Fig. 10 The graph of classification result using multiclass SVM method
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Fig. 11 The graph of classification result using random forest method

3.3 Training Face Data Using Random Forest

The classification of masked face identity using random forest produced several
decision trees which were used for making predictions. From all the decision trees
obtained, voting was carried out to produce the final prediction. Furthermore, an
experiment was conducted on the effect of the criterion parameters and number of
trees on accuracy results. Figure 11 shows the experimental results of variations in
the number of trees for each criterion function.
The experimental training data using random forest obtained accuracy values in

variations of the criterion and number of tree parameters. However, for 10 trees, the
accuracy value obtained was overfitting, where the test accuracywas smaller than the
training. Although the training time was shorter, 0.1051 and 0.4268 s for 10 and 50
trees respectively, overfitting indicates that the model built is not good. The results
showed that the use of criterion and 50 trees produced a training and testing accuracy
of 100%. Therefore, the model with these results was used for testing the real-time
video data.

3.4 Testing Using Real-Time Video Data

The real-time video was used for testing data, meanwhile, the camera resolution
used was Full HD (1920 × 1080). Furthermore, the best model from the classifica-
tion results was obtained using K-NN, multiclass SVM, and Random Forest. Then,
accuracy was evaluated by observing the face in the video frames detected whether
the identity is true or false based on Eq. 4. Moreover, the video data processing speed
was evaluated by calculating the average of all detected frames. Table 1 shows the
results of accuracy and speed using real-time video data.
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Table 1 The accuracy result
of testing on real-time video
data

Model building Accuracy (%) Processing time (s)

FaceNet + K-NN 96.03 0.056

FaceNet + multiclass
SVM

96.15 0.055

FaceNet + random
forest

54.04 0.061

Fig. 12 The result of real-time video data testing

Based on Table 1, the combination of FaceNet withMulticlass SVMproduced the
best results with an accuracy of 96.15%. These results are not significantly different
from the combination of FaceNetwithK-NN.However, in terms of processing speed,
FaceNet and Multiclass SVM combination was the fastest, with 0.055 s or 18 fps.
Therefore, this combination runs in real-time and is entirely accurate. An example
of test results using video data is shown in Fig. 12.

3.5 Discussion

The experimental results of three supervised learning methods show that the param-
eters of the K-NN, multiclass SVM, and Random Forest methods significantly affect
accuracy. In the K-NN method, the K value significantly influenced the accuracy as
shown in Fig. 9. In addition, the type of kernel used also affects the accuracy. Mean-
while, in the Random Forest method, the criterion parameter and the number of trees
significantly affect the accuracy. The best results were obtained using FaceNet with
multiclass SVM and a polynomial kernel. This result was better than the previous
study [6], with an elevated accuracy from 94.5 to 96.15% and run in real-time at 18
fps. These results can be used as a reference regarding a safer contactless attendance
system during the pandemic era. The world community has started using special
techniques to break the spread of the coronavirus, one of which is the development
of a contactless masked face recognition method.
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There were certain limitations in this study particularly when the hairstyle and
face expression are changed. Therefore, the shape of the hair was not changed and
used normal expression during the experiments. Future studies are recommended to
use a combination of other feature extraction techniques to increase the accuracy of
results.

4 Conclusion

The coronavirus pandemic health protocol requires the use of face masks when
performing daily activities worldwide. This condition makes face recognition inac-
curate because the face is partially covered. Furthermore, the combination of deep
learning methods used in previous studies produced quite a good accuracy but failed
to run in real-time data. Therefore, we propose combining pre-trained models and
supervised learning classification methods in a masked face recognition system. The
combination of FaceNet andmulticlass SVMmethods used in this study increased the
accuracy by 1.65% (from 94.5 to 96.15%) and run in real-time at 18 fps. These results
prove that the system built has good accuracy and is relatively fast in processing real-
time data. Future research can use a feature extraction algorithm that can extract the
changing features of the human hair so that the results are more accurate for masked
face recognition.

Acknowledgements Thanks to LPPM Institut Teknologi Telkom Purwokerto through the Internal
Research Grant for funding in the publication process of this journal.
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