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Abstract— Intensive research in the field of signal processing 

has driven remarkable advancements in communication 

technology, particularly in the realm of voice recognition. Voice 

recognition concepts find application across various domains, 

with one such application being sound recognition within the 

context of Continuous Variable Transmission (CVT) for 110cc 

motor scooters.This study aims to identify potential issues in 

CVT systems by employing artificial neural networks using 

Learning Predictive Coding (LPC), Mel Frequency Cepstral 

Coefficient (MFCC), the Artificial Neural Network (ANN) 

Backpropagation method to classify distinct sounds emanating 

from Honda Scoopy 110cc motor scooters. The dataset used 

comprises 100 CVT engine sound recordings, equally 

distributed between 50 samples of normal engine sounds and 50 

samples of damaged engine sounds.The research findings reveal 

the highest level of accuracy achieved with order 16 and 16 

hidden neurons, resulting in a testing accuracy of 81.3%, a 

validation accuracy of 100.00%, and a testing accuracy of 90%. 

This data strongly supports the effectiveness of the 

backpropagation artificial neural network method for precise 

CVT issue identification. 
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I. INTRODUCTION 

The automotive world, especially the motorcycle sector, 
has been experiencing rapid growth in recent years, 
accompanied by advancements in various supporting 
components. This significant development has been met with 
a high level of interest from the Indonesian community. 
Unfortunately, the limited knowledge of motorcycle users 
often leads to negligence in performing the routine 
maintenance they should carry out. As a result, the 
motorcycles they own quickly experience damage[1]. 

Motorcycle workshop mechanics have a deep 
understanding and extensive experience, often being able to 
diagnose motorcycle issues simply by listening to the engine 
sounds it produces[2] The recognition of sound itself is not 
detached from intensive research in signal processing, which 
has led to rapid advancements in communication technology. 
There are various sound patterns in motorcycle engines that 
can indicate various types of engine malfunctions. Therefore, 
this research aims to develop an application capable of 
classifying motorcycle engine sounds based on their 
characteristics. 

II. LITERATURE REVIEW 

The research conducted by several students in 2018 from 

the Department of Electrical Engineering at Diponegoro 

University explained the identification of emotions using 

real-time sound signals with Linear Predictive Coding (LPC) 

and Backpropagation methods. In this study, it was 

concluded that in the LPC analysis order testing, an accuracy 

rate of 91% was achieved with 150 trained test data[3] 

The research, also conducted by students in 2019 from 

Universitas Negeri Yogyakarta, is related to the development of 

an intelligent sound detection system to classify heart 

diseases using artificial neural networks. This study 

concluded that by implementing the Backpropagation 

artificial neural network method, it successfully detected two 

types of heart sounds, normal and murmur, with a training 

accuracy rate of 100%[4]. 

In this research, the data utilized consists of audio 

recordings obtained from the Easy Voice Recorder 

application in the .wav audio format. The dataset includes 

sound recordings of the CVT engine of a Honda Scoopy 

110cc under two conditions: normal and damaged. We 

collected a total of 50 audio recordings for the normal engine 

condition and 50 for the damaged engine condition, resulting 

in a total of 100 CVT engine sound recordings. All audio 

recordings were uniformly adjusted to a 10-second duration 

with a sampling frequency of 48kHz. 

In this research, LPC and MFCC analyses are employed 

as feature extraction methods, with Backpropagation in 

Artificial Neural Networks (ANN) utilized as the 

classification method for CVT engine sound recognition. 

III. WAV FILE 

WAV files represent a standardized audio format 

developed by IBM and Microsoft for personal computers 

(PCs). Typically, this file format employs PCM (Pulse Code 

Modulation) encoding. WAV files are characterized by their 

uncompressed data nature, signifying that all sound samples 

are stored directly on the hard disk. Analog sounds can be 

recorded using applications such as Windows Sound 

Recorder. However, due to their relatively substantial file 

size, these files are infrequently employed, and their size can 

reach up to 2GB. 

Various formats and structures exist for audio files, with 

the WAV file adhering to a structure as depicted in Fig. 1[5]. 
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Fig. 1. The WAVE File Structure in Hexadecimal Form 

IV. FEATURE EXTRACTION 

Feature extraction is the process of deriving specific 

characteristics or information from objects within images or 

audio recordings, facilitating their identification and 

differentiation from other entities. The Mel Frequency 

Cepstral Coefficient (MFCC) method stands as one of the 

prevailing techniques in the domains of speaker recognition 

and speech recognition. The principal function of MFCC 

feature extraction lies in the transformation of sound 

waveforms into a diverse set of parameters, including cepstral 

coefficients, which effectively encapsulate pertinent 

information within an audio file. Beyond waveform 

transformation, MFCC has the capacity to generate feature 

vectors instrumental in the identification of sound, achieved 

through the conversion of sound signals into a sequence of 

vectors[6]. 

V. LEARNING PREDICTIVE CODING (LPC) 

Learning Predictive Coding (LPC) represents one of the 

feature extraction methodologies employed to furnish precise 

forecasts of speech parameters and to model high-quality 

speech under low bit rates. LPC engages in analysis by 

segregating formants and appraising them within the signal, 

a stage denoted as the inverse filter process. Furthermore, 

within the LPC method, the capability exists to compute the 

frequency and intensity of the residual audio signal, 

denominated as the "Residue." Given that audio signals 

exhibit continual temporal variation, estimations are 

generated for each discrete signal segment, referred to as a 

"frame" [7]. 

VI. MEL FREQUENCY CEPSTRAL COEFFICIENT (MFCC) 

MFCC is a feature extraction method that transforms 

audio waveforms into various parameters, including cepstral 

coefficients that represent audio files. The MFCC feature 

extraction process encompasses the following stages [8] 

A. Pre-Emphasis 

Pre-emphasis constitutes the primary stage in the MFCC 

feature extraction process. This initial step is imperative due 

to the susceptibility of signals to noise interference, 

necessitating the reduction of noise. One elementary 

approach to mitigate noise-related challenges involves the 

application of pre-emphasis filtering. The pre-emphasis 

process can be delineated using the following equation[9] 

𝐴(𝑘) = 𝐵(𝑘) ∗ 0.97 𝐵(𝑘 − 1)  (1) 

 
Fig. 2. Frame Blocking Process[10] 

In this context, A(k) signifies the outcome of the signal 

post pre-emphasis, whereas B(k) represents the signal prior 

to pre-emphasis[9]. 

B. Frame Blocking 

Frame Blocking is a procedure in which an audio signal 

is partitioned into distinct segments to simplify sound 

analysis and computational processes. As illustrated in Fig. 

2, each segment of the audio signal is denoted as a "frame." 

The dimensions of each frame are contingent upon the 

number of samples taken per second, known as the sampling 

frequency[11]  

The computation of the frame blocking quantity is 

determined by the following equation [10]: 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐹𝑟𝑎𝑚𝑒 =  ((𝐼 −  𝑁)/ 𝑀 + 1) (2) 

C. Hamming Window 

Windowing functions with the aim of imparting a 

refinement effect to the spectrum following the frame 

blocking process. Its primary goal is to attenuate 

discontinuity effects that occur at the edges of frames 

generated by the frame blocking process. In this research, the 

Hamming window is selected for its property of exhibiting 

minimal side lobes and a prominent main lobe, ensuring a 

smoother outcome of the windowing process. The 

windowing function is determined using the following 

equations [12]: 

𝑥(𝑛) = 𝑓_1 (𝑛). 𝑤(𝑛)  (3) 

 

In this context, the function x(n) represents the result of 

the windowing process, where f1 signifies the outcome of 

frame blocking, and n ranges from 0 to N-1. The symbol N 

denotes the number of samples in each frame, while w(n) 

denotes the windowing function. Conversely, the Hanning 

windowing function is computed using the following 

equation [12]: 

𝑤(𝑛) = 0,5( 1 −𝑐𝑜𝑠 (
2𝜋𝑛

𝑀−1
)  ) (4) 

In this case, W(n) is the windowing function employing 

the Hanning window, with n ranging from 0 to M-1, where 

M signifies the length of each frame. 

D. Discrete Cosine Transform 

The windowing function is determined using the 

following equations [13]: 

𝐶(𝑛) = ∑ 𝐸𝑘 ∗𝑐𝑜𝑠  (𝑛 ∗ (𝑘 − 0.5) ∗
𝜋

40
)   (5) 

for n ranging from 0 to N, where N represents the count of 

triangular band-pass filters, and L signifies the quantity of 

mel-scale cepstral coefficients. The DCT is applied to the 

output from the band-pass filters to produce mel-scale 

coefficients. The signal in the frequency domain is converted 

into a time-domain signal. These features are also referred to 

as mel-scale cepstral coefficients or mel-frequency cepstral 

coefficients, which are utilized in speech recognition [13]. 
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E. Mel-Frequency Wrapping 

The human auditory perception of sound frequencies 

cannot be quantified on a linear scale. For each sound tone, 

defined by its actual frequency (f) measured in Hertz (Hz), 

the term "mel" denotes a measure of the high and low pitch 

of the sound within a quantifiable scale. The mel-frequency 

scale encompasses a low-frequency range, characterized by 

values below 1000 Hz, exhibiting a linear relationship, and a 

high-frequency range, characterized by values above 1000 

Hz, displaying a logarithmic pattern [14]. 

F. Autocorrelation 

Autocorrelation, commonly known as serial correlation, 

represents a departure from classical assumptions that is 

predominantly observed, particularly in the realm of linear 

regression analysis using time series data. It is worth noting 

that autocorrelation can also manifest in cross-sectional 

data[15]. 

VII. ARTIFICIAL NEURAL NETWORK UTILIZING THE 

BACKPROPAGATION METHOD 

Backpropagation is one of the learning algorithms used in 

the context of artificial neural networks. The 

backpropagation learning process involves the adjustment of 

the neural network's weights through backward propagation 

based on error values observed during the learning process. 

The output generated from this layer is considered the 

outcome of the process [15]. 

In accordance with Fig. 3, the features of the 

backpropagation method encompass three core layers: (1) the 

input layer, which serves as the point of connection to the data 

source, (2) the hidden layer, where the neural network system 

can accommodate multiple hidden layers or none at all, and 

(3) the output layer, which represents the result of the input 

layer's output using a Sigmoid function. The result of this 

process is regarded as the product of the learning process 

[15]. 

VIII. COFUSION MATRIX 

The confusion matrix is a method used to assess the 

performance of a classification system. Essentially, it 

compares the classification results of a system with the 

expected classifications using the information in the 

confusion matrix. When evaluating performance using a 

confusion matrix, four terms indicate the outcomes of the

 

 

TABLE I.  CONFUSION MATRIX [16] 

 Predicted Class 

Positive Negative 

Actual 
Class 

Positive True Positive 
(TP) 

False Negative 
(FN) 

Negative False Positive 
(FP) 

True Negative 
(TN) 

classification process [16]. Here is the table and the confusion 

matrix. 

IX. STRUCTURE OF THE PROPOSED METHOD 

Data collection consists of 100 sound recordings from the 

Scoopy 110cc motorcycle, divided into 50 sound recordings 

in good condition and 50 sound recordings in a damaged 

condition. 

As shown in Fig. 4, after completing the data collection, 

the next step is to design a system capable of detecting the 

condition of the Continuous Variable Transmission (CVT) in 

the motorcycle, whether it is in good or damaged condition.  

First, sound data from recording is processed using LPC 

to obtain the LPC coefficients. Eighth order LPC yields 8 

coefficients, tenth order LPC yields 10 coefficients and so on. 

The LPC coefficients are then used as the input layer of the 

artificial neural network.  Eighth order LPC would 

correspond to 8 nodes of the input layer. The number of 

hidden layer nodes are also matched with the LPC order. In 

this research, LPC order 8th, 10th, 12th, and 16th are used. 

The design process is carried out using the Matlab 

application, adopting an artificial neural network 

architecture, and the backpropagation method. Once the 

system design is completed, the next step is to conduct testing 

on the designed system. The testing process consists of three 

stages: training data testing, validation data testing, and new 

data testing. After testing is completed, the data obtained will  

 
Fig. 4. Block Diagram of the Training Process 

Fig. 3. The Architectural Structure of Backpropagation Artificial Neural 
Network
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be processed using a confusion matrix to obtain the 

percentage results based on the desired classification. 

For the purpose of testing, as depicted in Fig. 5, sound 

recordings of CVT engine data are utilized, comprising 10 

recordings in a damaged condition and 10 recordings in a 

good condition. This testing process entails the comparison 

of the ANN model, encompassing weights and biases, for the 

classification of recognized information. Prior to entering the 

classification phase, the weights and biases undergo a 

preliminary validation process employing 5 sound recordings 

that have undergone feature extraction. The validation data is 

selected in a randomized manner by the system that has been 

established. The schematic overview of the testing process is 

outlined as Fig. 5. 

X. RESULTS AND ANALYSIS 

In the evaluation of the ANN Backpropagation network 

architecture, a total of 100 recordings were employed, 

comprising 50 CVT sound recordings categorized as 

damaged and 50 CVT sound recordings categorized as 

normal. This network architecture utilizes 5 distinct order 

values, specifically 8, 10, 12, 14, and 16, with 100 test data 

to be classified into three distinct variables. These data were 

allocated for training, encompassing 75 samples, validation, 

including 5 samples, and experimentation, involving 20 

samples. 

This study employed a range of order values and varying 

numbers of hidden neurons to determine the most effective 

classification. The following presents the outcomes of the 

conducted research on Table II. 

 

 

 
Fig. 5. Block Diagram of the Testing Process 

TABLE II.  AVERAGE TESTING RESULTS OF JST 

BACKPROPAGATION 

Experiment Training 
results 

Validatio
n results 

Testing 
results 

Overall 
data 

results 

Order 8 & Hidden 
Neurons 8 

78.46% 88% 81.5% 79.6% 

Order 10 & Hidden 
Neurons 10  

77.99% 74% 84.50% 79.1% 

Order 12 & Hidden 
Neurons 12 

78.54% 84% 80.5% 79.2% 

Order 14 & Hidden 
Neurons 14  

77.74% 92% 79.5% 78.8% 

Order 16 & Hidden 
Neurons 16  

78.96% 88% 83% 80.2% 

From the table presented above, the study's average test 

results are evident. The most favorable test outcomes, 

spanning from order 8 to 16, are found at order 16, involving 

16 hidden neurons. This particular testing phase yielded the 

most outstanding results, featuring the highest percentages 

across all the assessed criteria. These encompassed a training 

dataset performance of 78.96%, a validation dataset 

performance of 88%, a testing dataset performance of 83%, 

and an overall data performance of 80.2%. Remarkably, the 

pinnacle results for order 16 emerged in the 8th experiment, 

showcasing remarkable figures for the training dataset 

(81.3%), validation dataset (100%), testing dataset (90%), 

and an overall average performance of 84%. 

According to Fig. 6, which represents the Best Validation 

Performance, the cross-entropy value of 0.32214 was 

achieved during the 24th epoch out of a total of 30 epochs. 

This value falls within the range of cross-entropy values 

between 100 and 10-1. The Validation Test curve displays a 

conspicuously stable pattern, characterized by minor 

fluctuations in the graph. This observation suggests that the 

degree of overfitting is relatively limited. 

 

 
 

Fig. 6. The Optimal Validation Performance Value for Order 16 in 
Experiment Number 8 

 
Fig. 7. ROC Curve for Order 16 in Experiment 8 
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Fig. 8. Confusion Matrix for Order 16 in Experiment 8 

In Fig. 7, the ROC curve depicted above reveals a 

favorable outcome. Both the test ROC and validation ROC 

exhibit high values, underscoring the model or system's 

proficiency in accurately predicting specific classes. 

In Fig. 8 above, the results of the Order 16 testing are 

presented, encompassing the training data, validation data, 

and test data, similar to the testing of previous orders. The 

comprehensive outcomes from 100 data samples indicate an 

accuracy rate of 84%. Precision values for normal CVT sound 

and damaged CVT sound are recorded at 85.4% and 82.7%, 

respectively. Additionally, the sensitivity for normal CVT 

sound is observed to be 82%, while the sensitivity for 

damaged CVT sound reaches 86%. 

XI. CONCLUSION 

The research experiment results involving various 

combinations of features, the quantity of hidden layers, and 

the number of neurons utilized as parameters within a 

backpropagation artificial neural network architecture are 

presented. The most optimal Confusion Matrix values, 

closely approximating the target values, are observed with 

features of order 16 in conjunction with a hidden layer 

housing 16 neurons. The outcomes derived from the testing 

conducted using the Backpropagation Artificial Neural 

Network (ANN) model to identify CVT engine issues in 

motor scooters indicate a robust classification capability. 

This assertion is supported by the accuracy values within the 

Confusion Matrix, with the peak performance realized in 

order 16: training accuracy of 81.3%, validation accuracy of 

100%, testing accuracy of 90%, and an overall average 

accuracy of 84%. 
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